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Data-free learning emerges as an effective method when sensitive training data cannot be shared

together with trained models for downstream tasks. Meanwhile, backdoor injection is a rising concern

when data are not well curated and prone to be poisoned. In this talk, we will discuss the positive and

negative consequences when backdoor meets data-free learning. (1) For the negative side, we show

that backdoor can transfer from a teacher model to a student model by data-free distillation, which

implies new risks in distillation from large pre-trained models. (2) For the positive side, we show that

backdoors can be injected into models without access to training data, which enables post-hoc IP

protection by watermarking without maintaining sensitive training data.
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